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CARAML BENCHMARK SUITE 

• Motivation: Automated, reproducible AI hardware 

assessment; quickly determine strengths

• Compact Automated Reproducible Assessment of 

Machine Learning workloads (CARAML[1]) on novel 
accelerators

• Compact, automation and reproducibility using 

• JUBE[2]  benchmarking environment 
• Apptainer containers

• AI Performance assessment with

• PyTorch with torch.distributed
• TensorFlow with Horovod 

• Power measurement using jpwr[3]

Introduction

jpwr
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CARAML BENCHMARK SUITE 

• Motivation: Automated, reproducible AI hardware 

assessment; quickly determine strengths

• Compact Automated Reproducible Assessment of 

Machine Learning workloads (CARAML[1]) on novel 
accelerators

• Compact, automation and reproducibility using 

• JUBE[2]  benchmarking environment 
• Apptainer containers

• AI Performance assessment with

• PyTorch with torch.distributed
• TensorFlow with Horovod 

• Power measurement using jpwr[3]

Introduction

Open Source Frameworks:
[1]: https://github.com/FZJ-JSC/CARAML
[2]: https://github.com/FZJ-JSC/JUBE
[3]: https://github.com/FZJ-JSC/jpwr
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CARAML BENCHMARK SUITE 
Natural Language Processing (NLP) Benchmark

● GPT-based LLM training (OpenGPT-X: https://opengpt-x.de/en/)

https://opengpt-x.de/en/
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CARAML BENCHMARK SUITE 
Natural Language Processing (NLP) Benchmark

● GPT-based LLM training (OpenGPT-X: https://opengpt-x.de/en/)

GPT Model architecture: Generative 
Pre-trained Transformer model uses stack 
of encoders/decoders to process data, 
weighted by attention 
AttentionIsAllYouNeed:https://arxiv.org/ab
s/1706.03762

https://opengpt-x.de/en/
https://arxiv.org/abs/1706.03762
https://arxiv.org/abs/1706.03762
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CARAML BENCHMARK SUITE 
Computer Vision (CV) Benchmark

● ResNet50 model training

ResNet50: Residual Networks (ResNet) with 50 Convolutional Neural Network layers used for image 
classification tasks, https://commons.wikimedia.org/wiki/ResNet50

https://commons.wikimedia.org/wiki/File:ResNet50.png
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CARAML BENCHMARK SUITE 
Benchmark Models

Benchmark NLP Training CV Training 

Model GPT-based LLM model training on 
OSCAR[4] / synthetic data

ResNet50 model training on ImageNet[5] / 
Synthetic data

Performance 
Metrics

● Tokens/s
● Energy/GPU
● Tokens/Energy

● Images/s
● Energy/Epoch (1 Epoch: 106 images)
● Images/Energy

Reference 
Codes

● NVIDIA/Megatron-LM
● Bigcode-project/Megatron-LM 

(ported for AMD)
● Graphcore/examples/nlp
● FZJ-JSC/jubench-megatron-lm

● Tensorflow/benchmarks
● Graphcore/examples/vision
● FZJ-JSC/jubench-resnet

[4]:https://huggingface.co/bigscience/
oscar-1GB.jsonl.xz
[5]: https://image-net.org/download

https://github.com/NVIDIA/Megatron-LM
https://github.com/bigcode-project/Megatron-LM
https://github.com/graphcore/examples/tree/master/nlp
https://github.com/FZJ-JSC/jubench-megatron-lm/tree/d02714dbaf6d9e79e905bc1a95f61358934d24fe
https://github.com/tensorflow/benchmarks
https://github.com/graphcore/examples/tree/master/vision/cnns/tensorflow2
https://github.com/FZJ-JSC/jubench-resnet/tree/38ed549efbf09b6c01ab2b5919d53f397db94532
https://huggingface.co/bigscience/misc-test-data/resolve/main/stas/oscar-1GB.jsonl.xz
https://huggingface.co/bigscience/misc-test-data/resolve/main/stas/oscar-1GB.jsonl.xz
https://image-net.org/download


ACCELERATORS [6]: https://apps.fz-juelich.de/jsc/hps/jureca
[7]: https://apps.fz-juelich.de/jsc/hps/jedi
[8]: https://westai.de/JURECA, JEDI & WestAI Systems
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ACCELERATORS 
[6]: https://apps.fz-juelich.de/jsc/hps/jureca
[7]: https://apps.fz-juelich.de/jsc/hps/jedi
[8]: https://westai.de/

JURECA (JRDC), JEDI & WestAI Systems
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RESULTS
NLP Benchmark on GPU
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● Batch size performance in 
tokens/s/GPU 

● 800M GPT model trained on 
OSCAR using Megatron-LM

● Single node with Data 
Parallelism (DP) of 4 (except 
GH200 JRDC)

NLP Benchmark



RESULTS
NLP Benchmark on GH200 Superchip
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● Tokens/s/GPU: 
○ JRDC > JEDI by 20% since no 

parallelisation
○ 2.45× than A100

● Energy/GPU: 
○ JRDC > JEDI by 20% due to 

higher TDP (700W vs. 680W)

● Tokens/Energy:
○ JEDI slightly better

NLP Benchmark
 



RESULTS
NLP Benchmark on H100 GPU
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● Tokens/s/GPU:
○ SXM > PCIe by 1.3x with 1.5x 

NVLink bandwidth and SXM5 
GPU form factor

● Energy/GPU:
○ SXM > PCIe by 1.6x 
○ SXM TDP is 2x PCIe TDP

● Tokens/Energy
○ H100 PCIe outperforms all 

devices upto 25%

NLP Benchmark



RESULTS
NLP Benchmark on A100 & MI250
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● Tokens/s/GPU:
○ A100 > MI250 by 1.6x
○ MI250: GCD slightly better than 

GPU due to lesser DP (4 v/s 8)

● Energy/GPU:
○ MI250 > A100 by 1.3x due to 

higher TDP (560 W v/s 400 W)
○ MI250: GPU > GCD by 1.7x due 

to higher DP

● Tokens/Energy
○ MI250: GCD > GPU by 1.7x
○ A100 > MI250 GPU by 2x

NLP Benchmark



RESULTS
NLP Benchmark on Graphcore IPU M2000 POD4
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● Batch size performance in tokens/s (1 
Epoch = 4*Batch size)

● 117M GPT model trained on synthetic 
data using vendor benchmark

● Single node with Pipeline Parallelism 
(PP) of 4 

● Performance saturates with large 
batch sizes due to limited SRAM (3.6 
GB) and pipeline bubbles

● Max energy of 33 Wh/IPU 

NLP Benchmark



RESULTS
CV Benchmark on GPU
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● Batch size performance in 
images/s on single device

● ResNet50 model trained on 
ImageNet using TensorFlow 
benchmark

CV Benchmark



RESULTS
CV Benchmark on GPU

16

● Images/s: 
○ GH200: JRDC > JEDI, more 

evident in larger batchsize
○ H100: SXM > PCIe, higher TDP 

SXM form factor
○ MI250: GPU > GCD due to 

parallelisation
○ A100 > MI250 for small batch 

size

● Images/Energy:
○ H100-PCIe and GH200(JRDC) 

for small batch size
○ MI250 for large batch size 

CV Benchmark



RESULTS
CV Benchmark on Graphcore IPU M2000 POD4
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● Batch size performance on single 
IPU

● ResNet50 model trained on 
ImageNet data using vendor 
benchmark

● Performance does not scale well 
due to multiple DRAM access

● Model graph compilation ≅ 1 h, 
while execution≅ 10 - 15 mins

CV Benchmark



RESULTS
CV Benchmark on Graphcore IPU M2000 POD4
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● Batch size performance on 
multiple IPU

● Performance increases with 
batch size

● Highest images/s for global 
batch size 16 and DP of 2

CV Benchmark



RESULTS
CV Benchmark on Graphcore IPU M2000 POD4
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● Batch size performance on 
multiple IPU

● Performance increases with 
batch size

● Highest images/s for global 
batch size 16 and DP of 2

Check out paper for ResNet50 batch size performance 
on multi-GPU!

CV Benchmark



CHALLENGES, INSIGHTS, NEXT STEPS 

• Ensuring compatibility across accelerators is challenging

• Standardizing benchmarks across diverse accelerators is difficult

• Vendor support and optimizations vary

• Integrating containers with HPC and Slurm schedulers is complex

• System-specific optimizations (e.g., CPU-GPU affinity, MPI threads) are crucial

• Next

• Expand support for new accelerators

• Add more AI workloads, inference and communication benchmarks
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CONCLUSION
Performance Trends

● Newer GPU generations show performance gains, with GH200 nodes in the lead
● H100 (SXM) surpasses H100 (PCIe) with NVLink higher bandwidth and SXM form factor

NLP Benchmark

● GH200 (JEDI) lags behind GH200 (JRDC) due to data parallelism overhead
● AMD MI250 (4 GCDs) slightly outperforms 4 GPUs, reflecting data parallelism limits
● GC200 IPU improves tokens/s with batch size but remains less efficient than GPUs due to pipeline 

bubbles
● H100 (PCIe) is most energy efficient, constrained by PCIe power limits

CV Benchmark

● AMD MI250 achieves higher throughput with 2 GCDs than a single GCD
● GC200 IPU reaches peak performance within SRAM limits
● AMD MI250 is energy efficient at larger batch sizes, while GH200 and H100 excel at smaller ones
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